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ABSTRACT: Understanding how spatially variable selection shapes
adaptation is an area of long-standing interest in evolutionary ecol-
ogy. Recent meta-analyses have quantified the extent of local adap-
tation, but the relative importance of abiotic and biotic factors in
driving population divergence remains poorly understood. To ad-
dress this gap, we combined a quantitative meta-analysis and a qual-
itative metasynthesis to (1) quantify the magnitude of local adapta-
tion to abiotic and biotic factors and (2) characterize major themes
that influence the motivation and design of experiments that seek to
test for local adaptation. Using local-foreign contrasts as a metric of
local adaptation (or maladaptation), we found that local adaptation
was greater in the presence than in the absence of a biotic interactor,
especially for plants. We also found that biotic environments had
stronger effects on fitness than abiotic environments when ignoring
whether those environments were local versus foreign. Finally, biotic
effects were stronger at low latitudes, and abiotic effects were stron-
ger at high latitudes. Our qualitative analysis revealed that the lens
through which local adaptation has been examined differs for abiotic
and biotic factors. It also revealed biases in the design and implemen-
tation of experiments that make quantitative results challenging to
interpret and provided directions for future research.
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Introduction

Spatial variation in selection can shape phenotypic and
genomic diversity through local adaptation. Local adap-
tation of populations is undoubtedly influenced by both
abiotic and biotic factors, and most empirical studies can-
not discern their relative contribution. In the subset of stud-
ies that manipulate environments, most have focused on
either abiotic or biotic factors in isolation and have been
informed by different bodies of literature (e.g., abiotic:
Turesson 1922; Clausen et al. 1940; biotic: Van Valen 1973;
Wolf et al. 1998; Thompson 2005).

Understanding the context dependence of local adap-
tation driven by abiotic and biotic factors not only pro-
vides insight about evolutionary processes but also may be
important in applied settings. For example, large-scale res-
toration plantings (e.g., plant reintroductions: Godefroid
etal.2011; Guerrant 2012) attempt to maximize plant per-
formance and reintroduction success by sourcing from
natural populations physically close to the planting site or
from similar abiotic environmental conditions. However,
rarely do restoration planners have the information to
fully account for local adaptation or maladaptation to bi-
otic factors (Handel 2012; Perring et al. 2015). Similarly,
the interaction of abiotic and biotic factors may drive the
evolution of species distributions and range boundaries
under climate change. For example, establishment of new
populations of Clarkia xantiana beyond its current range
boundary was limited by herbivory, the influence of which
depended on the abiotic environment (Benning et al. 2019;
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Benning and Moeller 2019). With global climate change,
species distributions and biotic interactions will continue to
shift and influence local adaptation (Thuiller et al. 2008; Ty-
lianakis et al. 2008; Yates et al. 2010; Valladares et al. 2014).

Evolutionary ecologists have used both theoretical and
experimental approaches to explore the conditions under
which local adaptation is expected to occur and how it can
be detected (reviewed in Kawecki and Ebert 2004; Poulin
and Forbes 2012; Savolainen et al. 2013; Tiffin and Ross-
Ibarra 2014). Multiple meta-analyses have quantified lo-
cal adaptation and spatially variable selection in response
to either the abiotic or the biotic environment (Hoeksema
and Forde 2008; Leimu and Fischer 2008; Hereford 2009;
Siepielski et al. 2013) and have identified key factors that
affect the likelihood of observing that adaptation. Consis-
tent with expectations on the efficacy of selection, local
adaptation to abiotic environments is more likely when
populations are large (Leimu and Fischer 2008) and envi-
ronmental differences between habitats are more exten-
sive (Hereford 2009). Adaptation to biotic variation is more
likely for specialized interactions (Lajeunesse and Forbes
2002) and for the species that have a higher rate of migra-
tion over a given distance (e.g., a parasite that has a greater
dispersal distance than its host: Greischar and Koskella
2007; Hoeksema and Forde 2008). Last, local adaptation
may depend on the interaction between the abiotic and
biotic environment. For example, a recent meta-analysis
focusing on arbuscular mycorrhizal fungi showed that lo-
cal adaptation to host plants depended on the soil environ-
ment (Rda et al. 2016). Nevertheless, these meta-analyses
do not allow for direct comparison of the relative impor-
tance of abiotic and biotic factors in driving local adap-
tation. To fill this gap, we integrated a quantitative meta-
analysis and a qualitative metasynthesis to summarize the
findings of local adaptation experiments that explicitly con-
sider both the abiotic and the biotic environment.

When and where abiotic versus biotic environments
are expected to be the primary driver of adaptation has
been the subject of considerable debate. For instance, life-
history variation has been argued to modulate the extent
to which organisms experience biotic challenges. Ephem-
eral life histories may reduce the importance of biotic fac-
tors by allowing organisms to escape exposure to enemies,
whereas biotic factors may be more important for long-
lived organisms that are exposed to a broader array of
predators, parasites, and competitors (e.g., Feeny 1976;
Smilanich et al. 2016). Researchers also have argued that
biotic interactions are stronger in the tropics, where abi-
otic environments are more stable, whereas abiotic chal-
lenges may more strongly influence the evolution of or-
ganisms at high latitudes (Darwin 1859; Wallace 1878;
Dobzhansky 1950). MacArthur (1972) and Janzen (1973)
both hypothesized that this latitudinal variation explains
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greater specialization and stronger coevolution in the trop-
ics, a hypothesis supported by studies showing that bi-
otic interactions are stronger at low than at high latitudes
(Schemske et al. 2009; LaManna et al. 2017; Roslin et al.
2017; Hargreaves et al. 2019; but see HilleRisLambers et al.
2002; Anstett et al. 2016).

A growing body of studies testing for local adaptation
examine both abiotic and biotic sources of selection using
fully factorial designs. These studies provide direct com-
parisons of abiotic and biotic sources of selection under
conditions in which researchers have an a priori expecta-
tion that both factors will have measurable effects on fitness.
In this article, we use both a quantitative meta-analysis
and a formal qualitative metasynthesis (fig. 1) to summa-
rize and synthesize the findings of these studies. The stud-
ies we examined were designed to test for local adapta-
tion, but they could have revealed local maladaptation
or a lack of local adaptation (Brady et al. 2019). A quan-
titative meta-analysis allows for a fair comparison across
experiments and systems (Hillebrand and Gurevitch 2016)
because it statistically combines weighted effect sizes from
individual studies into standardized effect sizes (Coté and
Reynolds 2012; Koricheva and Gurevitch 2014). We use a
quantitative meta-analysis to test whether (1) there is
greater local adaptation to abiotic or biotic factors, (2) the
magnitude of fitness effects (e.g., local adaptation or mal-
adaptation) is greater in response to abiotic versus biotic
factors, (3) the magnitude of local adaptation and fitness
effects are mediated by life history and taxonomy, and
(4) the strength of local adaptation (and fitness effects of
treatments) is related to latitude and whether those rela-
tionships differ for abiotic and biotic factors.

A qualitative metasynthesis also uses a systematic ap-
proach to extract content from articles; however, meta-
syntheses focus on extracting text from the introduction,
methods, and discussion sections rather than summa-
rizing quantitative results (Dixon-Woods et al. 2005). The
primary goal of a qualitative metasynthesis is to identify
common themes and areas of divergence emerging from
the literature and to develop new interpretations on a topic.
This approach has rarely been applied in ecology and evo-
lutionary biology. With our qualitative analysis, we address
how the context and framing of studies testing for local
adaptation to abiotic and biotic factors (1) influences the
design, results, and interpretation of those results and
(2) contributes to the interpretation of the quantitative meta-
analyses.

Methods
Literature Review

We collected relevant studies and made initial decisions
about their inclusion based on prevailing standards for
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Literature review

Google Scholar search using
keywords “local adaptation”,
“experiment’, “biotic”, “abiotic’,
“review” and “meta-analysis”
(n=146)

Thompson Web of Science search for “local
adaptation”and “experiment” (n = 63),
“reciprocal transplant” (n = 19), “biotic” (n = 31),
“abiotic” (n = 34), or both “biotic” and “abiotic”
(n=19). Total records from all ISI searches (n = 166)

Records from personal
libraries and previous
local adaptation reviews
(n=167)

All nonredundant records
from database searches,
personal libraries, and

previous reviews (n = 302)

meet criteria (n=211)

Recordsthatdidnot | @ —— +

Records that did not
meet criteria (n =9)

Records simultaneously
considering the effects of abiotic
and biotic factors
independently (n=91)

Quantitative meta-analysis

Records documenting original experimental
work featuring at least one crossed
biotic and abiotic factor (n = 82)

v

PHASE 1:
Mean and standard deviation of fitness or
fitness proxies extracted from each paper
or obtained from authors (n = 31)

v

PHASE 2:

Calculate standard mean difference (SMD),
sample size, sample mean, sample standard
deviation for each contrasting treatment pair
in an experiment.

v

PHASE 3:

SMD value square root transformed,
statistically tested for effects of publication
bias, contrast type, taxonomy, habitat type

and latitude

Y

Synthesis and discussion of results of
analyses

Qualitative metasynthesis

PHASE 1:
Identify key themes (see Table S1)
by extracting quotes based on
themes (n=91)

Y
PHASE 2:

Group discussion of themes and quotes from
Phase 1. Second read-through and quotes
extracted based on refined and collapsed

themes

Y
PHASE 3:

Group discussion of themes and quotes from
Phase 2. Five major themes identified. Third
read-through and summary written for each

paper based on major themes

Y
Synthesis and discussion of paper
summaries

Figure 1: PRISMA (preferred reporting items for systematic reviews and meta-analyses) diagram explaining selection of articles for liter-
ature review as well as the quantitative meta-analysis and qualitative metasynthesis approaches.

both quantitative meta-analysis (Koricheva and Gure-
vitch 2014) and qualitative metasynthesis (fig. 1; Noblit
and Hare 1988). We conducted searches in February 2015
using both Google Scholar (https://scholar.google.com/)
and ISI Web of Science (https://webofknowledge.com/).
We conducted a second search in March 2019 to update

the database using Google Scholar and our personal li-
braries. On Google Scholar, we conducted a single search
for the terms “local adaptation,” “experiment,” “biotic,”
and “abiotic,” with records excluded if they included the
term “review” or “meta-analysis.” This Google Scholar
search returned tens of thousands of relevance-ranked
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records. We reviewed these in descending order of rel-
evance until approximately 30 consecutive records were
not suitable for inclusion, about 300-350 records deep in
the list for both search rounds. On ISI Web of Science,
we conducted five searches, each of which included “lo-
cal adaptation” paired with another one or two keywords:
“experiment,” “biotic,” “abiotic,” “biotic” and “abiotic,” or
“reciprocal transplant.” These searches returned 2005 rec-
ords, all of which we reviewed for initial suitability. Fi-
nally, we added a number of articles included in previous
meta-analyses of local adaptation or that we had previously
identified as being relevant.

A single investigator (J. B. Yoder) briefly reviewed the
search results (2015: n = 357; 2019: n = 390) to iden-
tify all articles that appeared to describe original work that
involved a measure of fitness in response to at least one
abiotic and at least one biotic manipulation, with abiotic
and biotic manipulations crossed. This selection process
resulted in 91 articles that were included in the qualitative
analysis; further inspection revealed that 82 articles were
experimental and were included in the quantitative analy-
sis (table A1, available online).

» «

Quantitative Meta-analysis

Data Extraction. First, we quantified the magnitude of lo-
cal adaptation to abiotic and biotic environments, which
required the strict criterion that we could identify “home”
versus “away” environments for each genotype/population
(Kawecki and Ebert 2004; Leimu and Fischer 2008). Sec-
ond, we relaxed that criterion to include more experimen-
tal comparisons and more broadly examine whether the
effect sizes of fitness contrasts differed between abiotic ver-
sus biotic environments. Both of these contrast types were
also parsed by taxonomic group (plants, bacteria, animals).
Third, we tested the hypothesis that the effect size of bi-
otic contrasts was greater at low than at high latitudes and
that abiotic contrasts were greater at high than at low lat-
itudes, consistent with the hypothesis that the strength of
biotic interactions is greater in the tropics than in the tem-
perate zone and that abiotic factors have greater influence
in temperate zones. There were 51 articles where we were
unable to obtain the appropriate data either because the
experiments were not fully factorial or because the data
were not presented in the article or an online archive and
authors did not reply to our requests. In total, we extracted
data from 31 articles representing 57 species (compiled
by four authors: J. B. Yoder, N. J. Deacon, S. Kothari, S. N.
Sheth; table Al). Four species were each represented in
two studies (Chamaecrista fasciculata, Daphnia magna, Ely-
mus glaucus, Nassella pulchra), which resulted in some non-
independence in our data set.
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Several articles examined multiple abiotic or biotic
factors, the same factors in multiple species, or the same
factors in multiple populations of a single species. We
defined an “experiment” as each iteration of the full fac-
torial test for effects of a single biotic factor and a single
abiotic factor on individuals within a single biological
unit (i.e., the same species, population, or family). Thus,
an article reporting experiments testing the effect of wa-
ter supplementation and the presence of competitors on
plants grown from seed originating from two source pop-
ulations would count as two separate experiments: effects
of water and competitors on samples from each of the two
populations.

Local-Foreign Contrasts. To determine whether there was
greater local adaptation to abiotic or biotic factors, we used
the local-versus-foreign criterion because it is most rele-
vant to the process of local adaptation—natural selection
acts on genetically based variation in fitness within hab-
itats (Kawecki and Ebert 2004). To do this, we compared
the mean fitness or fitness proxy of the “local” genotype/
population with the “foreign” genotype/population within
the same environment (“local-foreign criterion”; fig. 24,
2B; Kawecki and Ebert 2004). Higher fitness of the local
genotype compared with the foreign genotype (i.e., posi-
tive contrasts) was considered evidence of local adapta-
tion, whereas the opposite pattern (i.e., negative contrasts)
indicated maladaptation (Leimu and Fischer 2008). The
use of this contrast type required that we could identify
either the abiotic or biotic “home” environment in the ex-
periment. Genotypes/populations where we could not iden-
tify a home experimental environment were not included
for these contrasts. There were three mutually exclusive
types of local-foreign contrasts: (1) genotype is local to abi-
otic environment, (2) genotype is local to biotic environ-
ment, and (3) genotype is local to both abiotic and biotic
environments.

In a subset of experiments from which we extracted
local-foreign contrasts, biotic environments were treated
as a presence/absence variable (e.g., herbivory vs. no her-
bivory). In these cases, there was no clear home biotic en-
vironment. For these studies, we quantified the contribu-
tion of biotic interactions to the degree of local adaptation
to abiotic environments by comparing the local-foreign
contrasts from the same abiotic environment in the pres-
ence versus absence of the biotic interaction (i.e., “biotic
influence contrasts”; fig. 24, 2B).

Fitness Contrasts in Abiotic and Biotic Environments. To
determine whether the magnitude of fitness effects of abi-
otic and biotic factors differ even if those differences are
not consistent with strict local adaptation, we compiled a data
set for which we no longer required genotypes/populations
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A Biotic absent

O Genotype 1
@ Genotype 2

e Local-foreign contrast 1

Fitness
\
4

Biotic influence
contrast = LF1 - LF2

B Biotic present

Local-foreign contrast 2

Fitness
y

ABIOT

Abiotic environment

C Abiotic X Abiotic Y
Biotic Z Biotic W

?

Fitness

?
! ?

E1 E2 E3 E4

4 Contrasts

Abiotic Contrasts
[E1-E3|= A1
|[E2-E4|= A2

Biotic Contrasts
|E1-E2| = B1

|E3 - E4|= B2

Figure 2: Diagrams illustrating contrast types used in our quanti-
tative meta-analysis. A and B depict local-foreign contrasts and bi-
otic influence contrasts, and C depicts the fitness contrasts in abiotic
and biotic environments. In A and B, genotype 1 is the local geno-
type for abiotic environment 1 (ABIO1), and genotype 2 is the local
genotype for abiotic environment 2 (ABIO2). Contrasts in A and
B were calculated within one environment between different geno-
types/populations. Local-foreign contrasts in these examples are pos-
itive and indicative of local adaptation; however, contrasts in the data
set could also be negative, indicating local maladaptation, or zero,
indicating a lack of local adaptation. Contrasts in C were calculated
between environments on the same genotype/population. In A, bi-
otic absent refers to experimental treatments where there was no biotic

to have a home environment. We then estimated the strength
of the effect as the absolute value of the difference in mean
fitness of a single genotype/population between environ-
ments (either abiotic or biotic; fig. 2C).

Many articles contained complex designs with multi-
ple experimental setups. For each experiment (defined above,
in “Data Extraction”), we identified two types of contrasts:
(1) the genotype/population experienced different abiotic
treatments and the same biotic treatment (abiotic contrasts;
fig. 2C) and (2) the genotype/population experienced dif-
ferent biotic treatments and the same abiotic treatment
(biotic contrasts; fig. 2C).

Calculation of Standardized Effects. For each contrast
(local-foreign and fitness contrasts), we calculated the stan-
dard mean difference (SMD) between treatment groups i
and j as

XI_X]

Swithin

SMD = , (1)

where 7 is the sample size, X is the sample mean, and S,
is the sample standard deviation within treatment, calcu-
lated as

(n; — 1)°S; + (n; — 1)S;
Syithin = : ! - (2)
n; +n; — 2

(Lipsey and Wilson 2001, eqq. [3.21]-[3.24]). For local-
foreign contrasts, a larger SMD would be consistent with
greater local adaptation; for fitness contrasts, a larger SMD
would be consistent with a greater effect of abiotic or biotic
environments.

Statistical Analysis. We conducted all data analysis in
R (ver. 3.3.2; R Core Team 2016). For fitness contrasts in
abiotic and biotic environments (i.e., the absolute value
of the fitness difference between the same genotype/pop-
ulation in different environments), we used square-root-
transformed SMD values so that the residuals of the anal-
ysis better approximated a normal distribution; local-foreign
contrasts and biotic influence contrasts were not trans-
formed. We tested for a publication bias by determining
whether the absolute value of SMD was correlated with the
mean sample size for each pair of contrasted treatment
groups ((n; + n;)/2). A significant negative correlation

interaction (e.g., no competition). In B, biotic present refers to ex-
perimental treatments where there was a biotic interaction (e.g., com-
petition). The biotic influence contrast was calculated by subtracting
the difference between the value of the local-foreign contrast with
and without a biotic interaction. In C, E1-E4 refers to four unique
contrasts that combine the different abiotic and biotic treatment
levels.
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between reported effect sizes and sample size is consistent
with a bias toward publication of statistically significant ef-
fects (Nakagawa et al. 2017).

For the local-foreign and biotic influence contrasts, we
used linear mixed effects models to test for the effects of
taxonomy (plant, animal, bacteria) and local environment
(abiotic, biotic, both). For the fitness contrasts in abiotic
and biotic environments (i.e., the same genotype/popula-
tions in different environments), we tested for the effects
of taxonomy plant, animal, bacteria and treatment type
(abiotic, biotic). For both the local-foreign and the fitness
contrasts from plant studies, we used linear mixed effects
models and tested for an effect of life history (annual, pe-
rennial) as well as local environment (local-foreign con-
trasts, biotic influence contrasts) or treatment type (fitness
contrasts).

In all models, we tested both main effects and interac-
tions. We tested the effects of each variable by comparing
corrected Akaike information criterion (AICc) values (Ca-
vanaugh 1997) of fitted models and estimated the variation
in SMD explained by the best-fit models within each com-
parison as total adjusted R* (conditional R* for generalized
linear mixed models: variance explained by entire model,
including fixed and random effects). We fitted all models
using the lmer function from the Ime4 package (Bates
et al. 2015) and calculated R* using the r.squaredGLMM
function provided in the MuMIn package (Barton 2009).
In all models, we included experiment identity as a ran-
dom effect to account for possible nonindependence of
treatment groups of the same species within the same ex-
periment and account for within-study variation. To test
post hoc hypotheses about factors that explained variation
in SMD, we used the bootstraps function provided in the
rsample package (ver. 0.0.2; Kuhn and Wickham 2017)
to bootstrap the data, stratifying the bootstrap randomiza-
tion by the articles from which the data were drawn.

We also tested for an association between latitude and
mean SMD for local-foreign contrasts and fitness con-
trasts in abiotic and biotic environments. For field exper-
iments, latitude was the location of the common gardens,
and for laboratory experiments latitude was the location
of the source populations. Biotic interactions have been
hypothesized to be stronger at low latitudes. If this was
reflected in our data, we would expect a negative relation-
ship between biotic SMDs and latitude. We would also ex-
pect the correlation with latitude for biotic SMDs to be
more strongly negative than that for abiotic SMDs. To test
whether there was a negative relationship between biotic
SMDs and latitude and whether latitude was more strongly
negatively correlated with biotic than abiotic SMDs, we
calculated the Pearson’s correlation coefficient for abiotic
and biotic contrasts separately. These correlations were cal-
culated for both the local-foreign contrasts and the fitness
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contrasts. For local-foreign contrasts, we excluded contrasts
with a local environment of “both.” Because latitude and
experiment are highly colinear, we did not include exper-
iment in this analysis and calculated correlation coefficients
using all SMDs as independent data points; we assessed the
significance of observed correlations using stratified boot-
strapping. We then tested for the difference between cor-
relation coefficients using a Fisher z-transformation and
a one-tailed test.

We also subsetted the data set of local-foreign contrasts
to include only contrasts that were potentially indicative
of local adaptation (i.e., SMD > 0) and biotic influence con-
trasts to include at least one contrast potentially indicative
of local adaptation (i.e., one of the pair of local-foreign
contrasts used in the metric had SMD > 0). We used these
data sets to investigate how abiotic and biotic environ-
ments may influence the magnitude of local-foreign con-
trasts where local adaptation may be occurring. We present
the results of these analyses in the supplemental PDF (avail-
able online).

Qualitative Metasynthesis

A qualitative metasynthesis differs from less formal lit-
erature reviews that are commonly published in ecology
and evolutionary biology (Vetter et al. 2013). Both ap-
proaches involve discussion of the major themes of a given
topic, but metasynthesis uses a structured process for se-
lecting articles and considering research questions and so
is more similar to a quantitative meta-analysis (Noblit and
Hare 1988; Dixon-Woods et al. 2005; see table S5 for a com-
parison of a literature review, a meta-analysis, and a meta-
synthesis; tables S1-S13 are available online).

The qualitative metasynthesis (completed by R. D. Briscoe
Runquist, A. J. Gorton, J. J. Grossman, and M.P. Lyons)
consisted of an iterative process of group discussions fol-
lowed by extraction of direct quotes or paraphrases from
each article using the original 69 articles from the 2015
search. The metasynthesis had three phases (fig. 1). In
phase 1, we identified key themes that we deemed were im-
portant to the local adaptation literature as well as themes
that emerged from our initial reading of articles (table S6:
phase 1 themes). Two readers then read each article and
identified and extracted quotes that were relevant to each
theme. In phase 2, we discussed the quotes extracted from
the phase 1 reading and refined our themes into broader
categories (table S6: phase 2 themes, headers). The pur-
pose of this was both to avoid splitting content across sim-
ilar themes and to eliminate themes that were relevant to
only a few articles. We then repeated the approach from
phase 1 and conducted a second reading (with the same
two readers per article) to extract quotes based on the re-
fined themes.
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We began phase 3 with a discussion of the themes and
quotes extracted during phase 2 and then identified five
major themes that captured and synthesized the content
of the quotes (table S6: phase 3 themes; table S7). A single
reader then read each article and used the quotes gener-
ated from the two readers in phase 1 and 2 to write a sum-
mary of each of the five themes. We used these summaries
as our final “data set.” With the updated database in 2019,
two authors (R. D. Briscoe Runquist, D. A. Moeller) read
each article to check for themes identified in the original
analysis and note any additional themes that emerged. New
articles highlighted the same general themes identified pre-
viously, and we did not find any new thematic elements in
the updated set.

Results
Quantitative Meta-analysis

Our final round of data extraction yielded 31 articles
(published from 1995 to 2018; table A1), which reported
62 experiments containing 389 local-foreign contrasts (from
24 articles), 179 biotic influence contrasts (from 13 arti-
cles), and 4,890 fitness contrasts in abiotic and biotic envi-
ronments (from all 31 articles). Seventeen articles reported
on field experiments, nine reported on greenhouse experi-
ments, and five reported on laboratory experiments. Plants
were the focus of 21 articles, whereas invertebrates, ver-
tebrates (all amphibians), and bacteria were the focus of
five, three, and two articles, respectively. Studies included
a wide range of biotic interactions, including competition,
mutualism, parasitism, and predation (table A1). Of the bi-
otic influence contrasts, 141 involved plants, 26 involved
animals, and 12 involved bacteria. Given the large num-
ber of studies of plants, we parsed these by life history.
Of 47 species represented, 17 were annuals and 30 were
perennials or biennials. There was also a strong bias to-
ward species from the Northern Hemisphere; all articles
for which we could ascertain locations reported experi-
ments on populations from 20° latitude or farther north,
with the median of 38.9°.

Publication Bias. For the local-foreign contrasts, the cor-
relation between mean SMD within experiments and sam-
ple size was weak and not different from random expec-
tation (Pearson’s r = —.07, Py, = .69). For fitness
contrasts, the correlation between sample size and SMD
in abiotic treatments was also weak and not different from
random expectation (r = —.06, Py_s = .66). By con-
trast, in the biotic treatments this correlation was statisti-
cally significant (Py—ss = .03) although not particularly
strong (r = —.29). These results suggest that some pub-
lication bias affects estimates of the strength of local adap-

tation or maladaptation; however, this potential bias seems
to be inconsistent across treatment types and not indica-
tive for an overall signal of local adaptation (i.e., the local-
foreign contrasts).

Local Adaptation. Across all experiments, approximately
half of all local-foreign SMDs were positive (N = 186/
389, or 47.8%), indicative of potential local adaptation.
However, there was not strong overall evidence of local
adaptation; the mean SMD of all local-foreign contrasts
was greater than but not significantly different from zero
(N = 389; mean = SD: .10 % .09; stratified bootstrap
P = .13). We note, however, that the estimated magni-
tude of the SMD was similar to that from previous meta-
analyses of local adaptation (Hoeksema and Forde 2008;
Leimu and Fischer 2008; Hereford 2009), and thus we con-
sider the studies in our analysis to be broadly representative
of local adaptation studies (i.e., those that examine both bi-
otic and abiotic factors are not fundamentally different
from those that examine only abiotic or biotic factors).
We found a similar result when we excluded three studies
of nonnative species (mean SMD = SE: .07 £.09; P =
.25); therefore, we included all species in our remaining
analyses.

The mean SMD of local-foreign contrasts varied among
local environments (abiotic, biotic, or both) and taxonomy
(animal or plant; we excluded the single study on bacte-
ria that provided local-foreign contrasts). The best-fitting
model included taxonomic category, local environment,
and their interaction (AICc = 1,391.4; R> = .24). This
model was a better fit to the data than the next best model,
which included only the effect of taxonomy (AAICc =
15.5; R* = .32; table S8; fig. 3). Across all taxa and for
animals, there was a stronger signal of local adaptation to
biotic environments than to abiotic environments or to both
together, whereas for plants there was a weak signal of lo-
cal maladaptation to biotic environments and local adap-
tation to abiotic environments (fig. 3); however, these dif-
ferences were not greater than what would be expected by
chance, based on the bootstrapping test of pairwise differ-
ences (bootstrap P > .05 in all cases). For plants, the inclu-
sion of life history did not significantly improve model fit
over a model including only the random effect of experiment
(for the model with only random effect, AICc = 1,141.5,
R*> = .02; for the model with life history, AAICc = 3.1,
R* = .03; table S9).

The magnitude of the local-foreign contrast was greater
in the presence than in the absence of a biotic inter-
actor (i.e., biotic influence contrasts); the effect was signif-
icant across taxonomic categories (mean = SE: for pres-
ence, .20+ .15; for absence, —.12+*.14; bootstrap
P =.03). This result suggests that foreign genotypes may
not have the capacity to effectively tolerate combined abiotic
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Figure 3: Local-foreign contrast values (mean + SE) in relation to
abiotic environments, biotic environments, or both abiotic and bi-
otic environments identified as local, for animals, plants, and across
the full data set. Positive values of standard mean difference (SMD)
indicate local adaptation, and negative values of SMD indicate local
maladaptation. Numbers adjacent to each point range indicate the
number of contrasts and, in parentheses, the number of indepen-
dent experiments. No pairwise differences were greater than what
would be expected by chance (bootstrap P > .05 in all cases).

and biotic stress and the negative effects of abiotic con-
ditions on foreign genotypes is manifest only in the pres-
ence of biotic factors. However, results differed for plants
and animals. A model explaining variation in the magni-
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tude of biotic influence contrasts with taxonomy (plant
or animal) had marginally better fit than a model in-
cluding only the random effect of experiment (for the full
model, AICc = 701.6, R* = .35; for the simpler model,
AAICc = .9, R* = .33; table S10). Mean biotic influ-
ence contrasts for plants and animals were greater than
what would be expected by chance, based on the stratified
bootstrap (bootstrap P < .001). For plants, the mean bi-
otic influence contrast was significantly greater than zero
(fig. 4A; mean * SE: .51 # .30; bootstrap P = .001), in-
dicating that the local advantage was greater in the pres-
ence of a biotic interactor. For animals, however, the
mean biotic influence contrast was significantly less than
zero (fig. 4A; mean = SE: —.80 % .16; bootstrap P <
.001), indicating that the difference between local and for-
eign genotypes was less pronounced in the presence than
in the absence of a biotic interactor. Only two experiments
provided data for the calculation of biotic influence con-
trasts in animals—one on Rana arvalis (Egea-Serrano et al.
2014), the other on Crassostea virginica (Hughes et al. 2017).
However, the biotic interaction in both of these studies was
predation, so it is possible that this result reflects a general
effect of predators reducing the advantage of otherwise lo-
cally adapted genotypes.

For plants, a model including life history had essentially
the same fit to the data as a model including only the ran-
dom effect of experiment identity (for the simpler model,
AICc = 614.1, R* = .30; for the model including life
history, AAICc = .8, R* = .32; table S11). For both an-
nuals and perennials, the mean biotic influence contrast
was significantly greater than zero (fig. 4B; bootstrap P =
.03 and .02 for annuals and perennials, respectively) but
not significantly different from each other (fig. 4B; boot-
strap P = .20).

Fitness Effects of Abiotic and Biotic Environments. Across
the full data set, the fitness effects of biotic environments
were greater than the fitness effects of abiotic environments
(mean =+ SE: for biotic environments, 1.30 =+ .04; for abi-
otic environments, 1.07 = .03; bootstrap P < .001). The
best-fit model included the random effect of experiment,
treatment type (abiotic or biotic environment), organism
taxonomy (plant, animal, or bacteria), and an interaction
between treatment type and taxonomy (AICc = 7,000.0,
R?> = .48; table S12); this was a better fit than the next-
best model, which contained only the random effect of ex-
periment (AAICc = 38.2, R* = .43). For both plants and
bacteria, biotic environments had greater effects than abi-
otic environments; for animals, the reverse was true. For
all three taxonomic groups, the differences between abiotic
and biotic environments were greater than what would be
expected by chance (fig. 5; bootstrap P = .007 for animals,
bootstrap P < .001 for plants and bacteria).
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Figure 4: Biotic influence contrasts (mean *+ SE) in plants or animals (A) and in perennial or annual plants (B). Positive values of standard
mean difference (SMD) indicate that the local-foreign contrast was greater in the presence than in the absence of biotic interactors, and
negative values of SMD indicate that the local-foreign contrast was greater in the absence than in the presence of biotic interactors. Numbers
adjacent to each point range indicate the number of contrasts and, in parentheses, the number of independent experiments. Mean SMD is
significantly different from zero for both plants and animals (bootstrap P = .001 for plants, P < .001 for animals), and the difference be-
tween groupings is greater than what would be expected by chance (bootstrap P < .001). Mean SMD is significantly greater than zero for
both annuals and perennials (bootstrap P = .03 for annuals, .02 for perennials), but the difference between annuals and perennials is not

greater than what would be expected by chance (bootstrap P = .26).

For plants, a model including treatment type, life his-
tory, and an interaction between them was the best fit and
was better than the next best, which included only the ran-
dom effect of experiment (AICc = 6,262.1, R* = .19; for
the random-only model, AAICc = 15.7, R* = .18; ta-
ble S13). Fitness effects of biotic environments were signif-
icantly greater than those of abiotic environments for an-
nuals but not for perennials (fig. 6; bootstrap P < .001 for
annuals, P = .16 for perennials).

Latitudinal Gradient. Latitude data were available for
275 local-foreign contrasts (from 23 experiments) and for
2,501 fitness contrasts in biotic and abiotic environments
(from 44 experiments). Using all local-foreign contrasts,
we found that local adaptation at high latitudes was sig-
nificantly greater than that at low latitudes (Pearson’s

r = .16, bootstrap P = .002; fig. 7A). The strength of
local adaptation (local-foreign contrasts) to abiotic factors
was positively correlated with latitude (Pearson’s r = .20,
bootstrap P = .005), whereas for biotic factors the corre-
lation with latitude was negative and near zero (Pearson’s
r = —.015, bootstrap P = .55; fig. 7A). These correla-
tions were not significantly different from each other (Fisher
z-transformation score = .77, one-tailed P = .22), al-
though we note that the estimate of the correlation between
latitude and the local adaptation to biotic factors was based
on few contrasts.

The magnitude of fitness effects of biotic environments
at low latitudes was significantly greater than that at high
latitudes (Pearson’s r = —.08, bootstrap P < .001; fig. 7B);
fitness effects of abiotic environments were larger at high lat-
itudes (Pearson’s r = .08, bootstrap P < .001; fig. 7B).
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Figure 5: Absolute value of standard mean difference (SMD; mean = SE) for fitness contrasts in biotic and abiotic environments, parsed by
broad taxonomic group (plants, animals, bacteria) and across taxonomy (total). All values of SMD (and hence square-root-transformed
SMD) are positive; larger values indicate larger effects on fitness due to the differences in environments. Numbers above each point range
indicate the number of contrasts and, in parentheses, the number of independent experiments. Differences between the fitness effects of
abiotic and biotic environments are greater than what would be expected by chance for all taxonomic groupings (bootstrap P = .007
for animals, P < .0001 for plants and bacteria) and overall (Wilcoxon sign-rank test P = .006).

This difference in correlations for abiotic versus biotic fac-
tors was greater than what would be expected by chance
(Fisher z-transformation score = 5.8, one-tailed P < .001).

Qualitative Metasynthesis

The articles included in the metasynthesis encompassed
the full set of 91 articles (fig. 1; table A1), of which 51 re-
ported on field experiments, 23 reported on greenhouse
experiments, and 17 reported on laboratory experiments.
Plants were the focus of 62 articles, whereas invertebrates,
vertebrates, and bacteria were the focus of 12, nine, and
eight articles, respectively.

A qualitative synthesis involves discussion of key themes
identified from the text of articles included in the analy-
sis (Noblit and Hare 1988). We include a more thorough
treatment of our results in the discussion section and here
provide only a brief overview of the major findings of the
qualitative synthesis. A table with the major themes iden-
tified from the synthesis and references to articles used in
the analysis are provided in tables S6 and S7. The over-
arching result of our qualitative analysis is that researchers
have clear differences in both their motivation for studying
and how they manipulate abiotic and biotic treatments. We
found that abiotic treatment levels tended to be continuous
and were selected/motivated on the basis of natural gra-
dients or strongly contrasting environments (e.g., serpen-
tine soil, salinity). By contrast, biotic treatment levels were
often discrete, reflecting a presence/absence design (e.g., pres-
ence/absence of herbivores, mycorrhizae, or competitors),
and were often motivated by theory, including the stress-

gradient hypothesis (Bertness and Callaway 1994) and co-
evolutionary theory (Van Valen 1973; Thompson 2005).
The biotic interaction studies we analyzed could be grouped
into three major categories of interactions: natural enemies,
plant-plant interactions, and plant-microbe interactions. We
also found that sessile, short-lived organisms were more
commonly used as focal species and that many of those
species had long historical bodies of literature. The greater
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Figure 6: Absolute value of standard mean difference (SMD;
mean = SE) for fitness contrasts in biotic and abiotic environments
in plants, aggregated by life-history types. All values of SMD (and
hence square-root-transformed SMD) are positive; larger values in-
dicate larger effects on fitness due to the differences in environ-
ments. Numbers above each point range indicate the number of
contrast values and, in parentheses, the number of independent ex-
periments aggregated.
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environment contrasts (B) with abiotic (gray-filled circles, left panels) and biotic (open circles, right panels) environments. Correlations with
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ronments (P = .53), and correlations with latitude are greater than expected by chance for fitness effects of both abiotic and biotic environ-
ments (bootstrap P < .001 in both cases). Points have been jittered on the X-axis for greater clarity; in B, we eliminated one data point in the
figure that had a very high SMD value to make the regression slopes more easily visible. For a version of the figure with all data points, see
figure S5.

This content downloaded from 134.084.192.102 on April 22, 2020 19:33:48 PM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).



depth of knowledge available for those species provided
substantially more detailed context for study design
(e.g., population/genotype selection) and interpretation of
experimental results. In addition, most studies were con-
ducted in a single year, and field experiments were con-
ducted at few field sites. Last, we found that many studies,
in particular more recent studies, mentioned global change
as a motivation for conducting experiments; however, stud-
ies rarely included realistic environmental manipulations
that were justified on the basis of predictions about global
change.

Discussion

We found that the degree of local adaptation (magnitude
of local-foreign contrasts) to abiotic environments was
modulated significantly by whether biotic interactions
were present, and the direction of the effect depended
on the focal taxa. This result suggests that local adaptation
may often be context dependent due to interactions be-
tween abiotic and biotic environments. For example, in
stressful abiotic environments, fitness may be consider-
ably lower when competitors reduce available resources
or considerably higher when co-occurring organisms ame-
liorate abiotic stresses. Similarly, Hargreaves et al. (2020)
found that biotic manipulations that ameliorated negative
biotic interactions put local genotypes at a disadvantage
compared with foreign genotypes in a large subset of ex-
periments. These results also indicate that researchers must
be cautious when interpreting transplant experiments that
simplify biotic aspects of the environment (e.g., eliminate
surrounding neighbors). Our synthesis suggests that the
most effective transplant experiments are those conducted
in realistic environments where complex community inter-
actions are intact or ones that involve manipulation of the
biotic environment in order to quantify the extent to which
the biotic environment modulates the outcome.

Opverall, we did not find strong evidence for a difference
in the magnitude of local adaptation to abiotic versus bi-
otic environments. Nevertheless, we did find that the mag-
nitude of fitness contrasts (i.e., fitness differences between
the same population/genotype in different environments)
differed for abiotic and biotic environments. While biotic
environments had stronger fitness effects than abiotic en-
vironments overall, this pattern varied among taxonomic
groups. The biotic environment had stronger fitness effects
for plants and bacteria, but for animals abiotic environments
had stronger fitness effects. We also found a significant rela-
tionship between latitude and the strength of the effect of
the abiotic or biotic environment on fitness (absolute value
of environmental effects). Abiotic fitness contrasts were greater
in temperate regions; biotic fitness contrasts were greater in
subtropical and tropical regions. Local adaptation to abiotic
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and biotic environments was in the same direction as envi-
ronmental fitness contrasts, but only the abiotic relation-
ship was significant. We suggest some caution in the inter-
pretation of our results, since very few of the experiments in
our meta-analysis were conducted in the arctic or tropics,
which compromised our power to detect such a relationship.
These results are consistent with the hypothesis that bi-
otic interactions are stronger at lower latitudes and abiotic
selection is greater at higher latitudes, as proposed by Darwin
(1859) and Wallace (1878) and formalized by Dobzhansky
(1950) and others (Schemske et al. 2009). In a similar meta-
analysis by Hargreaves et al. (2020), there was also some
evidence that biotic interactions may promote local adap-
tation more often in the tropics than at high latitudes. Other
evidence for such a latitudinal gradient has been found in
a number of individual studies, but not others. For exam-
ple, there is experimental evidence that predation of cater-
pillars and seeds is greater at low latitudes (Roslin et al. 2017;
Hargreaves et al. 2019), but other studies have not found
support for stronger biotic interactions at low latitudes (e.g.,
HilleRisLambers et al. 2002; Moles et al. 2011).

The Design of Local Adaptation Experiments
Differs for Abiotic and Biotic Factors

The meta-analysis revealed that biotic environments had
stronger fitness effects than abiotic environments, but the
pattern was not consistent among taxonomic groups. This
result may be interpreted as evidence of greater local adap-
tation to biotic factors. However, a key theme that emerged
from our qualitative analysis was that researchers often chose
abiotic and biotic factors to investigate for different reasons
and manipulated them using very different approaches.
These differences might mean that the results from abiotic-
and biotic-focused experiments are not directly relatable.
The choice of study system, central question, and experi-
mental design were frequently motivated by prior observa-
tion of a natural abiotic gradient or an a priori expectation
of local adaptation to a particular abiotic variable. By con-
trast, biotic factors were often added to make a study more
biologically realistic rather than as a primary motivation
and were often treated as presence/absence variables (e.g.,
Sambatti and Rice 2006; Compagnoni and Adler 2014).
Only one study cited a naturally occurring biotic gradient
as the motivation for an experiment (Abdala-Roberts 2007).
Moreover, few investigations of local adaptation to abiotic
gradients focused on environments where differences were
subtle or not readily apparent. Rather, studies tended to
focus on the extremes of abiotic gradients or examined rel-
atively rare environments (table S7: site selection and ex-
perimental levels). For example, serpentine soils are rela-
tively rare in nature but common in our data set; whereas
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some globally important abiotic factors (e.g., soil moisture,
macronutrient levels) were the subject of fewer studies. Ad-
ditionally, in many studies included in our analysis, “site”
was considered as an abiotic factor; however, site varia-
tion often simultaneously involves both abiotic and biotic
variation.

There were also important differences in the design of
experimental treatments for abiotic and biotic factors. Abi-
otic variables were more commonly examined as contin-
uously variable factors (or with multiple levels), whereas
biotic variables were more commonly examined as presence
versus absence (table S7: biotic interactions). For example,
in studies of plants and their microbial symbionts, inves-
tigators usually considered the presence versus absence (or
home vs. away) of the entire soil microbe community or
some particular class of microbes (e.g., mycorrhizae). Sim-
ilarly, when researchers examined plant-plant competition,
they commonly manipulated density by either removing
or allowing neighbors to grow in close proximity and less
often manipulated multiple levels of density or the iden-
tity of the competitor. Last, herbivore and predator/prey
interactions were most commonly manipulated using ex-
closures or by applying pesticides rather than by creating
quantitative levels of antagonist density.

Although practical in application, all-or-nothing manip-
ulations may fail to capture most of the variation found
in nature. Furthermore, such manipulations do not directly
inform our understanding of local adaptation to biotic fac-
tors because they often do not correspond with home/away
or local/foreign conditions. We recommend that studies seek-
ing to examine local adaptation to both environment types
replicate the extent of natural variation of both abiotic and
biotic factors in experimental settings. To do this, studies
could include realistic, multilevel biotic treatments drawn
from knowledge of natural variation. For example, in stud-
ies of host-parasite or host-symbiont interactions, includ-
ing the use of multiple wild-collected strains (e.g., Laine
2008; Heath et al. 2010) is likely to be more informative
than studies that use only laboratory-reared strains, espe-
cially if those samples represent true local versus foreign
communities. Last, systems in which coevolution is impor-
tant can be particularly challenging for studies of local ad-
aptation. In a host-parasite system, for example, it can be
difficult to interpret local adaptation of hosts or parasites
because experiments may represent one moment in a con-
tinuous process of coevolution, in which local adaptation
and maladaptation might both be expected (table S7: bi-
otic interactions). Evaluating the extent of local adaptation
in such systems will require multigenerational experiments
that can determine whether interactions are stable or the
fitness effects of the interacting species are changing through
time (e.g., Koskella and Lively 2007; Lopez Pascua et al.
2012; Koskella and Brockhurst 2014).

The focus on extreme abiotic environments or the im-
plementation of biotic factors in extreme treatments (pres-
ence/absence) may lead to biased estimates of local adap-
tation. By extension, our finding that fitness contrasts in
biotic environments were greater than fitness contrasts
in abiotic environments might reflect experimental bias.
Robust comparisons of the relative importance of the abi-
otic and biotic environment will require additional exper-
iments that use similar approaches to select abiotic and
biotic treatment levels. Future experiments will be partic-
ularly valuable if they sample a greater range of natural
abiotic and biotic environments, and not only where local
adaptation is expected a priori. This is particularly impor-
tant given that it is notoriously difficult to determine the
agents of selection (Primack and Kang 1989; Kingsolver
et al. 2001; Ridenhour 2005; Wadgymar et al. 2017), and
the key selective agents may not be measured or immedi-
ately visible. For example, experiments could be designed
on the basis of other criteria, such as different spatial scales
or the dispersal neighborhood of the organism (Richard-
son et al. 2014). Environmental variation in abiotic and bi-
otic factors could then be assessed following site selection.
Experiments of this type will contribute to estimating the
geographic scale at which local adaptation occurs (Richard-
son et al. 2014) and how such patterns vary from local to
continental scales. Alternately, researchers could conduct
multifactorial manipulations of the putative abiotic and
biotic agents of selection in the field to provide a more ro-
bust understanding of the true drivers of local adaptation
(Wadgymar et al. 2017).

Short-Lived Organisms and Single-Year Experiments
Dominate the Literature and Influence
Experimental Approaches

Our synthesis found that the literature is dominated by
sessile, short-lived organisms (table S7: taxonomic biases),
which is not surprising given the logistics of experiments
testing for local adaptation. Because reciprocal transplant
field studies require that organisms are tracked, our anal-
yses were generally limited to studies that investigated plants,
microbes, or animals that are largely sedentary. For long-
lived species, where estimates of lifetime fitness are imprac-
tical to obtain, fitness was generally only assessed at early
life stages. Experiments using short-lived organisms often
provided more complete ecological and evolutionary con-
text, including more detailed justifications for the selec-
tion of genotypes, generation of hypotheses, and interpre-
tation of results (e.g., Rolan-Alverez et al. 1997; McCoy
et al. 2002; Ortegon-Campos et al. 2012; Pankova et al.
2014). For experiments involving more challenging focal
species (e.g., Schoebel et al. 2010; Fey and Cottingham 2011;
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Scharf2011; Echaubard et al. 2014), genotype sourcing was
often not environment specific, and the interpretation of
results was rarely grounded in a larger understanding of
patterns of natural variation. The knowledge base inherent
to well-studied systems may perpetuate the use of short-
lived organisms and bias our understanding of how local
adaptation occurs. Short-lived organisms tend to experi-
ence brief windows of the environment (e.g., via niche
construction), whereas longer-lived organisms may expe-
rience continuous (or episodes of ) exposure to environmental
stressors across multiple years. The strong bias toward short-
lived organisms limits the ability to understand how life
history may modulate adaptation and affect the timing of the
expression of adaptive genetic variation (Germino et al. 2019).

Finally, we found that few empirical studies included
more than two or three study sites, and even fewer con-
ducted experiments in multiple years. Adaptation occurs in
the face of fluctuating environments over space and time;
thus, results from single-year experiments may fail to iden-
tify key selective agents. Additionally, short-term studies
may miss crucial phases of the life cycle where local adap-
tation becomes apparent, particularly for perennial organ-
isms (e.g., Wright 2007; Germino et al. 2019). Although
challenging and difficult to fund, long-term studies have
proven invaluable because temporal fluctuations in popu-
lation dynamics and selection are so common in nature
(Clutton-Brock and Sheldon 2010). Aside from initiating
new experiments, researchers may be able to take advan-
tage of existing opportunities to examine adaptation over
longer temporal scales. For example, restoration projects,
long-term ecological studies, and provenance trials could be
leveraged so long as initial genotypes are sampled or de-
signed into the experiment (e.g., Wright 2007; Germino
et al. 2019).

Choice and Manipulation of Biotic Factors Related
to Tests of Ecological and Evolutionary Theories

Biotic interactions were frequently examined in the con-
text of existing theory, especially coevolutionary theory
on antagonistic interactions (table S7: theory). For exam-
ple, articles in our data set often related their experiments
to theory on predation (e.g., Reznick and Endler 1982; Rau-
sher 2001), parasitism (e.g., Zuk et al. 2006), and host-
pathogen interactions (e.g., Enard et al. 2016). In addition,
articles in our data set were often focused on plant-plant
interactions and were frequently motivated by the stress
gradient hypothesis (SGH). The SGH posits that as abiotic
stress increases, positive biotic interactions should become
more important while negative interactions become less
important (SGH; Bertness and Callaway 1994; table S7:
theory). Some researchers sought to directly test the SGH,
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while others examined facilitation and competition across
gradients of stress or explored local adaptation to density
or identity of neighbors.

By contrast, studies driven primarily by interest in ad-
aptation to abiotic variables often did not link explicitly to
theory or functional aspects of organisms. The abiotic fac-
tors themselves tended to motivate experimental design
and provide a convenient organizational scheme to test for
local adaptation. Connecting chosen abiotic factors or lev-
els in an experiment to a conceptual or theoretical frame-
work would provide an explicit motivation for testing a
greater range of abiotic factors (e.g., subtle or less readily
apparent environmental differences). Although not an ex-
haustive list, we suggest researchers frame hypotheses re-
garding abiotic local adaptation in the light of theoreti-
cal predictions (e.g., interaction of selection and gene flow
on range limits: Kirkpatrick and Barton 1997; Polechova
2018), physiological and functional mechanism underlying
responses to stress (e.g., Dudley 1996; Schmitt et al. 1999;
Storz et al. 2010), or the interplay of organism-environment
feedbacks and life-history evolution (e.g., niche construc-
tion: Lewontin 2000, Donohue 2005).

Overall, we found that when researchers provided spe-
cific expectations and predictions about abiotic and biotic
factors, the study results were more readily interpretable
and added more contextual knowledge about local adap-
tation. In our set of literature, we saw this most clearly in
studies that framed the relationship between abiotic and
biotic interactions using the SGH or coevolutionary the-
ory. The use of these frameworks provided a set of testable
hypotheses and a lens for interpretation of results, and it
allowed the integration of local adaptation to biotic and
abiotic environments. The SGH and coevolutionary theory
may not apply to all abiotic and biotic systems, but there
is underlying value to explicitly formulating assumptions
about relationships between abiotic and biotic factors within
a system.

Global Change Is Often Cited as a Motivating
Factor for Local Adaptation Experiments

We found that global change was frequently cited as both
a motivating factor and a potential implication of results
(table S7: global change). Some studies effectively used
climate change to inform questions and experimental de-
sign (abiotic gradients: Landis et al. 2012; De Block et al.
2013; Muhamed et al. 2013; Compagnoni and Adler 2014;
biotic interactions: Cunningham et al. 2009; Fey and Cot-
tingham 2011; De Block et al. 2013; Liancourt et al. 2013;
Alexander et al. 2015). The most integrated climate change
applications came from studies specifically designed to un-
derstand assisted migration and restoration work (table S7:
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global change). However, most studies did not simulate con-
ditions under climate change, and most of the results from
these studies would be difficult to extrapolate meaning-
fully to how populations will respond to global change. We
see this as a missed opportunity; more studies that design
treatments to simulate realistic future conditions, particu-
larly in a multifactorial context, will better inform how lo-
cal adaptation will affect or be affected by global change.

Benefits of Applying the Mixed-Methods
Approach for Other Meta-analyses

We believe the combination of a quantitative meta-analysis
and qualitative metasynthesis is a powerful approach that
could be applied to other meta-analyses in evolution and
ecology. This mixed-methods approach could be particu-
larly useful for emerging fields that have not accumulated
a large number of empirical studies and therefore may lack
the statistical power to test specific hypotheses. It may also
be useful for critical examinations of newer fields by reveal-
ing potential biases that can be investigated in the future.
Furthermore, qualitative metasyntheses allow the retention
of a greater number of studies because inclusion is not re-
stricted to those studies that report particular numerical
values.

Quantitative meta-analyses generally omit details of in-
dividual experiments in order to make consistent compar-
isons across studies. By contrast, qualitative metasyntheses
retain the context in which each experiment was designed,
which can illuminate the strengths and limitations of cur-
rent approaches and identify potential differences in how
researchers from different fields approach a given question.
For example, a recent meta-analysis of phenotypic selec-
tion noted that the species used in experimental studies of
selection (examined in their meta-analysis) differed from
those used in observational studies (examined in other meta-
analyses), preventing a quantitative comparison (Caruso
et al. 2017). This suggests that there may be a fundamental
difference in the perspective and motivation of researchers
pursuing experimental versus observational studies of phe-
notypic selection, and a qualitative metasynthesis would
allow this idea to be further examined. In a meta-analysis
of local adaptation, Hereford (2009) observed that many
experiments had a priori expectations of local adaptation
because those experiments were conducted across strong
environmental gradients; he suggested that this may lead
to an overestimation of the magnitude of local adaptation.
This observation is consistent with one of our major find-
ings of a bias toward comparing highly divergent abiotic en-
vironments. However, since we used a formal textual anal-
ysis, we were able to conclude with more certainty that this
was a truly pervasive source of bias.

Our mixed-methods approach highlights the comple-
mentary nature of these two analyses for emerging bodies
of literature. While the quantitative meta-analysis provided
a traditional understanding of the relative effect sizes in
abiotic and biotic environments, it ignored much of the un-
derlying information on experimental system and design.
The qualitative metasynthesis is a powerful way to system-
atically capture this lost information. Gathering data on the
framework of experiments can provide essential insights
into historical patterns of analysis and design and can iden-
tify gaps and future opportunities. We suggest that the mixed-
methods approach can be employed as a powerful method
for providing both meaningful and nuanced syntheses of
emerging topics and serve as a guide for future studies.
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